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Abstract

In capital markets, digitisation and cloud technol
ogy have catalysed opportunities for AI by enabling 
firms to collect, store and analyse larger datasets 
from a variety of internal sources than ever before. 
The past year brought greater regulatory activ
ity around AI in the UK, EU and US than in 
any prior year, although regulatory regimes remain  
disparate. When considering legal issues that arise 
from use of AI, facets of multiple legal fields are 
relevant, albeit differing between jurisdictions, such 
as intellectual property rights frameworks and con
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tractual areas such as data ownership, data rights, 
risk and liability allocation and compliance respon
sibilities. In this paper, the key legal considerations 
and recent regulatory developments are categorised 
into four actionable, international themes: (i) due 
diligence of data as an asset; (ii) effective organ-
isational ongoing controls; (iii) intellectual prop
erty management; and (iv) third party contract 
and risk management. With so much in flux, we 
find that the best approach for now is to consider 
such themes and ensure robust governance, trans
parency and explainability of each of the AI sys
tems, human oversight of the AI and contractual 
arrangements with third party providers. Perhaps 
ironically, ‘getting AI right’ is currently, to a large 
extent, more an art of human judgement than any 
formulaic compliance with rules.

Keywords:  artificial intelligence, mac­
hine learning, digitisation, financial reg­
ulation, legislation, intellectual property

According to a global 2021 survey, a sig
nificant proportion of corporates, possibly 
the majority, have adopted artificial intelli
gence (AI) in some form.1 In capital markets 
specifically, digitisation and cloud technol
ogy have catalysed opportunities for AI by 
enabling firms to collect, store and analyse 
large datasets from a variety of internal 
sources, including trading desks, customer 
account history and communications, and 
external sources, including public filings 
and market data.2

Not surprisingly, given the increased 
business activity, the past year has brought 
greater regulatory activity around AI in 
the UK, EU and US than in any prior 
year. However, regulatory regimes remain 
disparate and use of AI is generally gov-
erned under activity-specific laws, such as 
algorithmic trading, data privacy and anti-
discrimination laws.

While the most pertinent legal con
siderations for AI are currently in data 
rights ownership and ownership of intel
lectual property, regulatory considerations 

coming down the track are far-reaching 
and should be considered from now on; 
key themes include privacy issues, bias 
governance, transparency and trustworthi
ness of AI.

In this paper, two of the main types of 
AI used within securities operations and 
custody services are explored, along with 
example use cases. We then note certain 
legal considerations, take stock of recent 
transatlantic regulatory developments and, 
finally analyse certain practical legal and 
regulatory considerations raised by AI.

TYPES OF AI AND EXAMPLES 
WITHIN SECURITIES OPERATIONS 
AND CUSTODY SERVICES
AI refers to the ‘capacity of computers or 
other machines to exhibit or simulate intel
ligent behaviour’.3 This definition, from the 
Oxford English Dictionary, omits a ‘human’  
aspiration of the machine’s intelligence; 
by contrast, Merriam-Webster retains that 
human aspiration by defining AI as ‘the 
capability of a machine to imitate intelligent 
human behavior’.4 The difference belies an 
important point: the diverse umbrella of AI 
use cases and risks, together with varying 
levels of regulatory scrutiny, is to an extent 
attributable to the degree to which an AI 
system has complete or partial autonomous 
decision making, akin to human intelli
gence, or none at all.

Many AI solutions, such as those described 
in previous volumes of this journal, involve 
two technologies: robotic process automa
tion (RPA) and machine learning.

Robotic process automation
This primarily refers to the use of pre- 
programmed software tools that interact 
with other applications to automate labour-
intensive tasks, often resulting in increased 
accuracy, speed and cost-savings.5 RPA can 
be seen as part of the incremental develop
ment of AI and can be an integral part of an 
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AI tool. Use cases could include digitalising 
submission and processing of withholding 
tax applications6 and automating know-
your-customer workflows.7

Machine learning (ML)
This primarily refers to the development 
of systems that can perform tasks as a result 
of a learning process that relies on data.8 
ML uses algorithms to process and learn 
from large amounts of input data in order to 
identify patterns or make predictions, rather 
than relying solely on embedded rules and 
statements within code. Use cases of ML 
within securities operations and custody 
services could include:

	•	 optimising settlement orders through the 
AI system’s ability to learn from interac
tions, both settlement fails and optimal 
transactions, and improve with time;9

	•	 client segmentation in order to divide cli
ents into discrete groups, which the AI 
system can itself identify, so that custo
dians can tailor products and services to 
meet the shared needs of client segments;10

	•	 application in trade reconciliation to ana
lyse historical breaks between trades or 
positions in order to identify reasons for 
future breaks and then attempt to resolve 
such breaks automatically;11

	•	 transaction surveillance and conduct 
monitoring tools;12 and

	•	 risk management systems which visu
alise market risk by analysing trends, or 
liquidity risk by analysing multi-dimen
sional risk and exposure data.13 Such sys
tems might deploy ‘Deep ML’, which uses 
algorithms to process large amounts of 
unlabelled or unstructured data through 
multiple layers of learning that replicate 
how neural networks function in the 
brain.

While AI systems may simulate, imi
tate or even exhibit elements of human 

intelligence (as described in the definitions 
cited above), it is important for the pur
poses of transparency and accountability, 
among other reasons, to recognise the cur
rent technological limitations of AI systems.  
Artificial ‘general’ intelligence (AGI), the 
ability to learn intellectual tasks like humans, 
has not yet been achieved, and some leading 
academics suggest that AGI may not be real-
ised before 2300.14

It is also important to note that AI sys
tems used within capital markets are never 
a single solution or software program, but 
an ecosystem of clients and counterparties, 
intermediaries, cloud infrastructure provid
ers, managed service providers, data service 
providers and third party advisers all pro
viding input, review or relying on output. 
This is particularly important to note when 
considering practical issues of data, intel
lectual property rights, governance and 
transparency.

LEGAL ISSUES AROUND USE OF AI
When considering legal issues arising from 
the use of AI, facets of multiple legal fields 
are relevant, albeit differing between juris
dictions. These include intellectual property 
(IP) rights frameworks (ownership, licens
ing and infringement), product liability and 
contractual areas such as data ownership, 
data rights, risk and liability allocation, and 
compliance responsibilities. As with legal 
considerations in all software development 
and digital transformation, a ‘ground-up’ 
approach of end to end transformation and 
performance expectations is equally appli
cable to AI; technology contracts typically 
address technology development, transfor
mation, enablement, acceptance, financial 
modelling, managing cost increases, key 
personnel, regulatory risks and changes, 
termination, information and audit, ser
vice levels and mechanisms for the contract 
itself to change as solutions or other terms 
evolve. Consideration of each of these issues 
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in relation to the development and use of 
an AI system will depend on the specific 
AI uses and ecosystems; analysis of these is 
beyond the scope of this paper. Such legal 
considerations when exploring certain key 
themes are considered below.

RECENT REGULATORY 
DEVELOPMENTS ON USE OF AI
Regulatory approaches to AI in the UK, 
EU and US are still in development, and at 
various stages of maturity, but all still fall 
short of the implementation of actual AI-
specific legislation.

Given this state of flux, it is worth not
ing the risks and expectations in the use of 
AI by asset managers and market intermedi
aries that the International Organization of 
Securities Commissions (IOSCO), a global 
standard-setter for securities markets, pub-
lished in September 2021.15 These included:

	•	 appropriate governance, controls and 
oversight frameworks over the develop
ment, testing, use and performance mon
itoring of AI;

	•	 ensuring staff have adequate knowledge, 
skills and experience to implement, over
see and challenge the outcomes of AI tools;

	•	 consistent and clearly defined develop
ment, testing and monitoring processes 
of algorithms, particularly ensuring that 
AI algorithms do not behave inexplica
bly owing to any subtle shift in operating 
conditions or excessive ‘data noise’;

	•	 data quality and bias, ensuring the qual
ity of sources used as well as the relevance 
and completeness of data; and

	•	 appropriate transparency and explainabil-
ity of algorithms, recognising the need to 
balance the necessary understanding by 
clients and regulators with the commer
cial sensitivity of the AI developer.

Where third party providers are used to 
provide AI systems or functions, IOSCO 
expects firms to have a clear service level 

agreement and contract in place that clari-
fies the scope of the outsourced AI functions 
and the service provider’s responsibility. 
The agreement should contain clear key 
performance indicators and should also 
clearly determine suitable recourse for poor 
performance. IOSCO also highlights a risk 
of concentration of expertise in AI and of 
providers of the data used by AI; IOSCO’s 
separate ‘Principles on Outsourcing’ pro
vide guidance on addressing those potential 
risks.16 As a global standard-setter, its find
ings may influence national regulators’ 
developing approaches to AI regulation, and 
its expectations on asset managers could be 
flowed down to their providers of securities 
operations and custody services.

United Kingdom
In September 2021, the UK Government 
published its National AI Strategy, which 
detailed the government’s ambition to drive 
AI innovation for the next 10 years.17 As 
shown in Table 1, the National AI Strategy 
comprises various policies across govern
ment departments designed to ensure the 
UK gets the national and international gov
ernance of AI technologies right. As to a 
legislative approach, the UK Government’s 
current position is that a blanket, AI-specific  
UK legislation would be inappropriate for 
four key reasons:

	 i.	The boundaries of the potential harms of 
AI are grey.

	ii.	Use cases for AI have the potential to be 
highly complex.

	iii.	Empowering regulators and industries to 
respond and work with innovators in their 
sectors to advise on interpretation of exist-
ing regulations will enable a much faster 
response to individual harms.

	iv.	 It may be diffi cult to differentiate between 
the specific impact of AI against other 
external factors, such as other ongoing 
technology changes.
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Table 1  Summary of key actions, UK National AI Strategy

Investing in the long-term needs  
of the AI ecosystem

Ensuring AI benefits all 
sectors and regions Governing AI effectively

Short term  
(next  
3 months):

•	 Publish a framework for the government’s role  
in enabling better data availability in the wider  
economy

•	 Consult on the role and options for a National  
Cyber-Physical Infrastructure Framework

•	 Support the development of AI, data science and  
digital skills through the Department for  
Education’s Skills Bootcamps

•	 Begin engagement on the 
Draft National Strategy for 
AI-driven technologies in 
Health and Social Care, 
through the NHS AI Lab

•	 Publish the Defence AI 
Strategy, through the 
Ministry of Defence

•	 Launch a consultation 
on copyright and 
patents for AI through 
the IPO

•	 Publish the CDEI AI assurance 
roadmap

•	 Determine the role of data 
protection in wider AI 
governance following the data:  
a new direction consultation

•	 Publish details of the 
approaches the Ministry 
of Defence will use when 
adopting and using AI

•	 Develop an all-of-government 
approach to international AI 
activity

Medium  
term
(next  
6 months):

•	 Publish research into what skills are needed to enable 
employees to use AI in a business setting and identify 
how national skills provision can meet those needs

•	 Evaluate the private funding needs and challenges 
of AI scaleups

•	 Support the National Centre for Computing  
Education to ensure AI programmes for schools 
are accessible

•	 Support a broader range of people to enter 
AI-related jobs by ensuring career pathways  
highlight opportunities to work with or develop AI

•	 Implement the US UK Declaration on  
Cooperation in AI R&D

•	 Publish a review into the UK’s computer capacity 
needs to support AI innovation, commercialisation 
and deployment

•	 Roll out new visa regimes to attract the world’s 
best AI talent to the UK

•	 Publish research into 
opportunities to encourage 
diffusion of AI across the 
economy

•	 Consider how Innova-
tion Missions include AI 
capabilities and promote 
ambitious mission-based 
cooperation through 
bilateral and multilateral 
efforts

•	 Extend UK aid to support 
local innovation in 
developing countries

•	 Build an open repository 
of AI challenges with 
real-world applications

•	 Publish white paper on a  
pro-innovation national position 
on governing and regulating 
AI

•	 Complete an in-depth analysis 
on algorithmic transparency, 
with a view to developing a  
cross-government standard

•	 Pilot an AI Standards Hub to 
coordinate UK engagement in AI 
standardisation globally

•	 Establish medium and long-term 
horizon scanning functions to 
increase government’s  
awareness of AI safety

Long  
term  
(next  
12 months  
and  
beyond):

•	 Undertake a review of our international and domestic 
approach to semiconductor supply chains

•	 Consider what open and machine-readable 
government datasets can be published for AI models

•	 Launch a new National Al Research and  
Innovation Programme that will align funding 
programmes across UKRI and support the wider 
ecosystem

•	 Work with global partners on shared R&D  
challenges, leveraging Overseas Development  
Assistance to put AI at the heart of partnerships  
worldwide

•	 Back diversity in AI by continuing existing 
interventions across top talent; PhDs, AI and Data 
Science Conversion Courses and Industrial Funded 
Masters

•	 Monitor and use the National Security and 
Investment Act to protect national security while 
keeping the UK open for business

•	 Include trade deal provisions in emerging 
technologies, including AI

•	 Launch joint office for 
AI/UKRI programme to 
stimulate the development 
and adoption of AI  
technologies in high 
potential, lower AI 
maturity sectors

•	 Continue supporting the 
development of capabilities 
around trustworthiness, 
adoptability and  
transparency of AI 
technologies through the 
National AI Research and 
Innovation Programme

•	 Join up across government  
to identify where using 
AI can provide a 
catalytic contribution 
to strategic challenges

•	 Explore with stakeholders the 
development of an AI technical 
standards engagement toolkit 
to support the AI ecosystem to 
engage in the global AI  
standardisation landscape

•	 Work with partners in multilateral 
and multi-stakeholder fora, and 
invest in GPAI to shape and  
support AI governance in line 
with UK values and priorities

•	 Work with The Alan Turing 
Institute to update guidance 
on AI ethics and safety in the 
public sector

•	 Work with national security, 
defence and leading researchers to 
understand what public sector 
actions can safely advance AI 
and mitigate catastrophic risks
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The UK Government’s Plan for Digital 
Regulation,18 published in July 2021, 
includes an approach to regulating AI 
technologies across all sectors based on 
the following principles: (i) actively pro
moting innovation by seeking to remove 
unnecessary regulations and burdens 
and initially considering non-regulatory  
measures like technical standards to 
reduce burdens; (ii) achieving forward-
looking coherent outcomes through a 
collaborative approach between reg
ulators and businesses, as well as by 
making space for businesses to test and 
trial new business models, products and 
approaches; and (iii) exploiting oppor
tunities and addressing challenges in the 
international arena, particularly through 
international regulatory cooperation, in 
order to facilitate international inter
operability. These principles, although 
ostensibly welcome, are so far light on 
detail. The plan does however high
light key concerns for regulating AI to 
include the oversight, accountability and 
verif ication of content and transparency 
and use of advanced data analytics and 
algorithms. In January 2022, the UK 
Government announced a new AI Stan-
dards Hub, as of the National AI Strategy, 
in order to coordinate UK engagement 
in AI standardisation globally and par
ticularly around the governance of AI.19

AI assurance is another priority in the 
National AI Strategy. Broadly, this means 
assessing and demonstrating the trust
worthiness and efficacy of AI systems and 
could involve audit, performance test
ing, undertaking impact assessments of 
compliance with regulations, and assess-
ing open-ended risks. On 8th December, 
2021, the UK Centre for Data Ethics and 
Innovation (CDEI) published a roadmap 
towards building an effective ecosystem of 
AI assurance.20 While the detail of the AI 
assurance roadmap is beyond the scope of 
this paper, it is worth noting the CDEI’s 

suggestion that compliance with assurance 
mechanisms may, in the international reg
ulatory context, enable presumptions of 
conformity and interoperability between 
different regulatory regimes; this could 
facilitate use of AI systems within global 
operating models. To the extent that an 
AI system processes personal data, the UK 
Information Commissioner’s Office (ICO) 
has published guidance on best practices for 
auditing AI and complying with data pro
tection laws, which the CDEI supports.21 
The ICO’s guidance focuses on account
ability and governance, fair, lawful and 
transparent processing, data security and 
compliance with individual rights. The 
ICO has also published standalone guid
ance on the explainability of AI systems for 
compliance with data subjects’ rights.22

For financial services specifically, in 
February 2022, the Financial Conduct 
Authority (FCA) and Bank of England (BoE) 
published their final report following the 
UK Artificial Intelligence Public-Private 
Forum. The report highlighted concern 
around, among other matters, governance 
and accountability (including individual 
accountability under the Senior Managers 
& Certification Regime (SM&CR)) where 
firms take decisions using data-based or 
algorithmic methods.23 As to what dif
ferentiates governance of AI from other 
emerging technologies, it was suggested to 
be ‘the incremental capacity for autonomous 
decision-making, which means AI can limit 
or even potentially eliminate human judge
ment and oversight from key decisions’, 
which challenges concepts of individual and 
collective accountability and enterprise-
wide risk management. The changing role 
of data in the AI lifecycle also challenges 
organisations to be able to adapt their gov
ernance structures and AI-specific data 
standards over time. Data quality, the com
plexity of AI models (of inputs, variables, 
algorithms and outputs) and explainability 
were other key themes in the report. The 
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FCA will publish a discussion paper later 
in 2022 on issues around AI for which it 
is considering making rules or setting out 
expectations.

Where third party providers are used 
to provide AI systems or functions, firms 
should remember to assess any use of third 
party AI against the FCA’s and/or the Pru-
dential Regulation Authority’s (PRA’s) 
requirements on third party risk man
agement and operational resilience, both 
published in March 2021.24,25 The appli
cability of these requirements are specific  
to each arrangement, and so they are not 
summarised here.

One final area worth mentioning is 
the UK’s IP framework. In March 2021, 
the UK Government called for views on 
adapting this framework to include intel
lectual property rights created by or using 
AI and found that responses differed on 
whether and how works or inventions cre
ated by AI should be protected, although 
there was consensus that AI solutions 
themselves should not own intellectual 
property rights (particularly given that 
AGI has not yet been achieved).26 Until 
January 2022, the UK Government was 
consulting on reforming copyright pro
tection of ‘computer-generated works’, 
which are works generated by a com
puter for which the author is the person 
by whom the arrangements necessary for 
the creation of the work are undertaken. 
The UK is one of the few countries that 
protects works generated by a computer 
where there is no direct human creator. 
Copyright protection for computer-gen
erated works currently lasts for 50 years, 
and the UK Government is considering 
reducing this duration. The UK Govern-
ment is also considering broadening the 
exception to copyright licensing of ‘text 
and data mining’ in order to potentially 
allow the mining of data for commercial 
research and databases, without requiring 
a licence.27

European Union
In contrast to the UK, the EU is propos
ing a comprehensive legislative approach 
to AI. In April 2021, the European Com-
mission published its much-anticipated, 
EU-wide legislation for regulating AI (EU 
AI Regulation).28 The EU AI Regulation 
categorises AI systems by risk profile based 
on their intended use and their function. 
‘High-risk’ AI systems are those intended 
to be used as a safety component of prod
ucts that are subject to third party ex ante 
conformity assessments or other standalone 
AI systems with an intended use that is 
specified in Annex III of the EU AI Regu-
lation, including AI systems intended to be 
used for recruitment processes, or to evalu
ate individuals’ creditworthiness. These AI 
systems would attract more onerous obli
gations covering, among other areas, data 
governance, documentation and record 
keeping, transparency, human oversight, 
accuracy and security. However, most of 
the use cases of AI solutions for securities 
operations and custody services, and other 
business to business uses within capital mar
kets, are unlikely to fall within ‘high risk’. 
Other AI systems such as chatbots would 
be subject to transparency obligations to 
ensure that users are aware that they are 
interacting with a machine, and manufac
turers of non-high-risk AI systems would 
be able to self-regulate via non-binding 
codes of conduct.

The EU AI Regulation would have 
extra-territorial effect, applying to pro
viders established inside or outside the EU 
and making available an AI system on the 
EU market or supplying for first use within 
the EU market, or where the output pro
duced by the AI system is used within the 
EU (which would capture offshoring). The 
definitions of the regulation are such that 
a regulated financial institution deploying 
an AI solution would almost certainly be 
defined itself as a provider, or in any event 
as a user of an AI solution and therefore 
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subject to various rules within the regu
lations. The EU AI Regulation would be 
supervised by national authorities and a 
new European Artificial Intelligence Board 
would be established to facilitate imple-
mentation of the new rules. For breaches, 
heavy fines of up to the greater of €30m 
or 6 per cent of worldwide turnover are 
proposed.

The EU AI Regulation is, at the time of 
writing, being considered by the European 
Parliament and EU Member States. EU 
financial services regulators have fed into 
the development of the EU AI Regulation, 
as have the European Data Protection Board 
and European Data Protection Supervisor, 
and so little agency-specific indications of 
their regulatory approaches are available. 
Material issues are being considered by the 
consultation, not least the very definition of 
AI, with participants in the financial ser
vices sector concerned that the breadth of 
the definition will capture software and 
technology that has been deployed for many 
years, and arguably should not be subject to 
new or greater regulation.

As noted for the UK, users of AI within 
financial services in the EU should also 
assess whether any aspect of the use of AI 
falls within the European Securities and 
Markets Authority’s guidelines on out
sourcing to cloud service providers29 or 
the European Banking Authority’s guide
lines on outsourcing arrangements,30 as 
applicable.

United States
In the US, the federal regulatory approach 
to AI has largely been a cross-application of 
agency guidance and activity-specific rules, 
such as data privacy, intellectual property, 
product liability and anti-discrimination 
laws. Although there is currently no com
prehensive federal regulation of AI, recent 
trends suggest that such a regulation is on 
the way. For instance, the Stanford 2022 AI 
Index found that the current 117th Congress 

is on track to record the greatest number of 
AI-related mentions since 2001, and more 
than triple that of the 115th Congress.31

Activity at the federal level has mostly 
involved information-gathering and estab
lishing structures for advising on AI 
regulation. In April 2022, the Biden admin
istration appointed 27 members to its new 
National Artificial Intelligence Advisory 
Committee to advise the federal government 
on a range of AI-related matters and issues, 
including providing recommendations on 
the current state of US AI competitiveness; 
the state of science around AI; issues related 
to the AI workforce, including barriers to 
employment supporting opportunities for 
historically under-represented populations; 
opportunities for international cooperation; 
and issues related to accountability and legal 
rights.32

In December 2021, the National Insti-
tute of Standards and Technology published 
a concept paper on an AI Risk Manage-
ment Framework (RMF) that is ‘intended 
for voluntary use and to address risks in 
the design, development, use, and evalua
tion of AI products, services, and systems’.33 
Among other points, the RMF emphasises 
the multitude of stakeholders within the AI 
ecosystem including designers, develop
ers, users and implementers, evaluators and 
those responsible for governance, as well as 
individuals who could experience harmful 
effects of AI. Trustworthiness of AI systems 
is a key theme in the concept paper, and 
advancing ‘trustworthy AI’ was also at the 
centre of the EU-US Trade and Technology 
Council’s inaugural joint statement in Sep
tember 2021. This statement expressed both 
sides’ intention to discuss measurement and 
evaluation tools and activities to assess the 
technical requirements for trustworthy AI, 
concerning, for example, accuracy and bias 
mitigation.34

Several US regulatory bodies have issued 
guidance on the use of AI. In June 2020, the 
Financial Industry Regulatory Authority 
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(FINRA) published a much-cited report 
that summarises the use of AI in the secu
rities industry and provides guidance to 
firms.35 FINRA flags AI-related risks of 
data bias and governance, outsourcing risks 
in key areas like financial crime monitor
ing and trade surveillance, as well as vendor 
management considerations such as requir
ing vendors to notify firms in the event of a 
security breach and giving firms the right to 
audit AI vendors. On bias in particular, the 
Federal Trade Commission (FTC) warned 
in an April 2021 blog post of the risks of 
racial or gender bias reflected in AI data sets 
and algorithms, and indicated that failure 
to address these results may lead to ‘decep
tion, discrimination . . . .and an FTC law 
enforcement action’.36 The FTC expects 
transparency with business customers and 
consumers alike as to what an AI algorithm 
can achieve, supported by evidence, and 
how users’ data is used.

US financial institutions should also be 
cognisant, when engaging third party AI 
providers, of compliance with broader oper
ational resilience guidance. This includes 
the US federal banking regulators’ (Fed-
eral Reserve, Office of the Comptroller of 
the Currency and Federal Deposit Insur-
ance Corporation) consolidated guidance 
in October 2020, which was intended as a 
holistic framework and approach to opera
tional resilience, including enterprise-wide 
risk management, business continuity man
agement and third party risk management. 
Use of AI should be considered within such 
risk management frameworks where the AI 
use case could expose the institution to suf
ficiently high operational risk.

ADDRESSING LEGAL AND 
REGULATORY CONSIDERATIONS
Given the nascent status of regulatory 
developments and their fragmented nature, 
it may seem challenging to identify a start-
ing point for addressing them.

Corporate governance structures have 
not yet been adapted to address these issues 
holistically and the structural response of 
the industry to these challenges will be 
an area to watch over the next few years. 
Relevant functions will include informa
tion technology, information security, legal 
and compliance, whose collaboration will 
be required to create upfront policies, pro
cedures, terms and conditions and so on, 
implementing and maintaining an ongoing 
oversight programme of AI implementa-
tion, as well as responding to incidents and 
issues as they arise.

Regulatory bodies are also highlighting 
the importance of appropriate governance. 
For example, FINRA identifies that firms 
may find it beneficial to establish a cross-
disciplinary technology governance group 
to oversee the development, testing and 
implementation of AI-based applications. 
The FCA and BoE suggest, amongst other 
activities, the establishment of an ethics 
framework.

From a substantive perspective, it is 
helpful to categorise the issues into four, 
actionable themes that underpin the key 
legal considerations and recent regulatory 
developments: (i) due diligence of data as an 
asset; (ii) effective organisational ongoing 
controls; (iii) intellectual property manage
ment; and (iv) third party contract and risk 
management.

These themes are discussed below, 
combining both legal and regulatory consid
erations. They are by no means exhaustive.

Due diligence of data as an asset. Data 
usage rights may pose the greatest practical 
legal challenge to developing and imple-
menting an AI system. Datasets could be 
sourced internally by the customer, which 
is commonly the basis of a collaboration 
with an AI developer, or datasets could be 
purchased from third parties or extracted 
from market data. Taking the use case 
of optimising settlement processes, an 
organisation might consider: (i) which 
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transactional data points are required to 
train the AI system; (ii) whether such data 
comes from the customer, counterparty or 
third party data; (iii) if any transaction data 
is extracted from third party software, eg 
trade execution software; and (iv) whether 
a licence is required and, if so, if that licence 
allows the use of the data for training other 
software. It is critical to perform diligence 
on any purchased data to ensure no addi
tional third party consents are required 
and to check for any restrictions on deriv
ing conclusions or creating derivative 
works from such data for commercial use. 
It will be interesting to monitor the UK’s 
review of reforms to intellectual property 
rights (in particular copyright and database 
rights) in this regard.

Considering regulatory expectations, 
a variety of data sources would ideally be 
used in order to avoid, or at the very least 
mitigate, bias outputs. As IOSCO notes, 
firms should be cognisant that datasets con
centrated in a small number of providers 
could pose an outsourcing risk and a risk of 
data bias in the AI system.

If datasets include personal data, it is 
important to ensure that appropriate legal 
bases for processing are in place (which may 
include ensuring data subjects have pro
vided suffi cient consent for use of their data 
within the AI solution) or, if data is acquired 
from a third party, that the vendor repre
sents that the personal data can be used for 
the intended processing in compliance with 
data protection laws; consider if indemnity 
protection is appropriate. If the processing 
of personal data is particularly high risk 
or of a significant volume, a specific data 
privacy impact assessment may need to be 
undertaken to assess and document whether 
the processing will comply data protection 
laws. In the UK, the ICO indicates that 
consent may be the most appropriate lawful 
basis for processing — even if performance 
of a contract is the basis for use of an AI 
system processing an individual’s personal 

data, the ICO states that it may not be an 
appropriate ground for processing personal 
data to develop an AI system if that system 
can perform well enough without being 
trained on the individual’s personal data, as 
these are separate forms of processing. Of 
course, reliance on consent would require 
greater transparency in the layers of train
ing and processing within AI (if it is even 
possible, eg in Deep ML) in order to comply 
with any withdrawal of consent. This could 
involve non-negligible costs that the parties 
must agree.

Ongoing controls. Robust governance 
measures, accountability, trustworthiness 
and transparency are common principles 
from regulatory developments over the past 
year, feeding down from the Organisation 
for Economic Co-operation and Develop-
ment’s AI Principles.37 Ensuring internally 
that AI outputs are accurate and conclusions 
are evaluated critically with human judge
ment is important to enable individual and 
collective accountability under existing 
governance frameworks, such as the UK 
SM&CR. As noted above, the complete 
elimination of human judgement through 
AGI is not yet a realistic consideration. For 
structuring governance frameworks, the 
FCA and BoE suggest that central gover
nance functions may be appropriate for 
defining and enforcing standards along with 
the monitoring of AI, which it characterises 
as a ‘second line of defence’. With third party 
providers, IOSCO suggests that contractual 
relationships include regular monitoring of 
performance and outputs, both internally 
and with the provider.

As to governing the use of data, the 
FCA and PRA suggest adapting current 
governance frameworks in two ways to 
accommodate AI use:

	i.	 data governance frameworks need to con
sider how AI will be used alongside data 
and understand the impact when approv
ing datasets; and
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	ii.	 cloud governance frameworks need to 
understand AI tools used on the cloud 
platforms and whether they are built in-
house or provided by third parties as part 
of the cloud services.

In its RMF concept paper, the US 
National Institute of Standards and Tech-
nology highlights that risk-management 
processes should take account of the ‘eco
system’ of AI, particularly as part of any 
resilience planning in a failure of the AI 
system. In the UK this would be a consid
eration for remediation planning, which is 
expected by the FCA and PRA. For exam
ple, if settlement processes were to become 
reliant on the efficiency of the outputs of an 
AI system, firms may need to nonetheless 
maintain channels to various counterpar-
ties to implement manual processes at short 
notice if the AI system were to fail.

Along the value chain, organisations may 
seek both transparency and assurance con
trols of how AI decision making impacts 
their services and the potential consequences 
of errors. Transparency is a legal consider
ation common to all software development 
and digital transformation; for AI, it is a 
pinch point of legal and regulatory consid
erations. FINRA suggests that firms require 
AI developers and users to provide a writ
ten explanation of the key input factors and 
the rationale attributed to the outputs. An 
FCA-commissioned report published in 
June 2021 highlights the importance of: (i) 
‘system transparency’ relating to the opera
tional logic (ie ‘inner workings’) of a given 
AI system; and (ii) ‘process transparency’ 
of an AI system’s design, development and 
deployment (eg data management, quality 
assurance, training).38 Contractual obliga
tions on providers to generate and maintain 
service records in suffi cient volume to 
provide this transparency is particularly 
important for applications of AI in financial 
services, where an AI system might analyse 
significant volumes of financial transactions. 

Cooperation with regulators and customers 
in order to explain elements of AI systems 
will likely be essential moving forward. 
Audit rights are important for transpar
ency and governance, as is reporting, but 
consider if it is possible to audit the full 
spectrum of technology incorporated in the 
AI solution; it may need to be clear within 
contracts what may be audited and when 
— ie a service provider’s AI development 
and training team, implementation team 
and then its lines of defence. Of course, the 
ability to audit the various levels of AI may 
be subject to the scope of rights in any data 
that is acquired.

Intellectual property management. As with 
legal considerations in all software devel
opment, it is important to document the 
taxonomy of IP rights in the solution, both 
pre-existing IP incorporated in the AI sys
tem and developed IP. For ML in particular, 
the ownership of any developed IP may be 
extremely valuable; a customer may seek 
ownership of process know-how and all 
outputs, while a developer will want to pro
tect ownership of developments in the ML 
algorithm and any software arising from 
the solutions learning method. Where any 
customer pre-existing IP is incorporated 
in developed IP as part of a collaboration, 
this could affect the ability of the pro
vider to offer a developed solution to other 
customers.

It is important from both a legal and 
regulatory perspective to consider licens
ing arrangements in the event of exit from 
an AI tool, whether planned or sudden, in 
order to minimise service disruption. Exit 
considerations are highlighted by IOS-
CO’s report and in European regulators’ 
guidelines on outsourcing and operational 
resilience. If moving to a new software or 
algorithm, customers of RPA tools may, 
for example, seek a continued right to use 
certain settings, preferences and methods, 
which could involve a mixture of owned 
rights and licensed rights in the original 
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RPA solution. The retention and portabil
ity of data analytics from an ML tool could 
be a key commercial consideration and may 
also be expected by regulators as part of 
resilience planning; for example, the his
toric trends, risks and exposure analytics 
from an ML-based risk management tool 
may need to be retained for record-keep
ing purposes. Ultimately, the customer’s 
continued use of aspects of the AI tool 
could be a trade-off for the provider’s 
ability to offer a developed solution, incor
porating certain customer pre-existing IP, 
to its other customers.

Another legal consideration is to ensure, 
or to obtain, suffi cient rights of interop
erability and integration between the AI 
system and any legacy systems or applica
tions that interact with the AI system. For 
legacy systems, this may be a point of dil
igence and obtaining necessary consents 
as noted above. For example, RPA tools 
may overlay other applications to automate 
processes, such as digitalising withdrawal 
tax application processing and automat
ing know your customer checks. ML tools 
could be more intrusive, if intended to 
integrate or modify any settings of the 
other software in order to gain efficiencies 
and it is important to understand at any 
request for proposal or planning stage what 
will be involved.

Third party contract and risk manage
ment. Given the evolving layers of AI 
regulation, the contractual allocation 
of compliance responsibility within the 
AI ecosystem will become increasingly 
important. Broadly, if the logic/algorithm 
is trained on:

	•	 supplier-provided data or a mixture of 
customer data and supplier data, it may 
make sense for the supplier to bear respon
sibility for compliance; or

	•	 solely the customers’ data, the customer 
might bear compliance responsibility.

The contractual allocation of other 
potential liabilities and risks (possibly 
along similar lines to the above), the scope 
of covered losses and any separate-track 
liabilities can be critical for managing 
AI-specific third party risks. These risks 
include loss of data, breach of compliance 
obligations and any regulatory fines, data 
protection claims, third party claims of 
IP infringement and reputational issues. 
Insurance coverage could mitigate at least 
some of these risks, although AI-specific 
coverage is still nascent. With so much 
uncertainty around the evolution of these 
risks and what compliance will require, the 
detail of allocations and any associated dis
pute escalation and resolution mechanisms 
may prove critical.

CONCLUDING REMARKS
As legal considerations and regulatory 
approaches to AI in the UK, EU and US 
are still evolving, the best approach for 
now is to consider and navigate certain key, 
international themes and ensure robust gov
ernance, transparency and explainability of 
each AI system, human oversight of the AI 
and contractual arrangements with third 
party providers. Perhaps ironically, ‘getting 
AI right’ is currently, to a large extent, more 
an art of human judgement than any formu
laic compliance with rules.

© Mike Pierides, James Mulligan and 
Christopher Archer, 2022
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